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Designing Aging-Friendly Urban Living Spaces: A GNN-Based 
Approach to Promote Psychological Well-Being and Physical 

Activity in Sports Contexts 

Liehui Liu1 

Abstract 
As urban populations age, designing living spaces in high-rise residential buildings requires addressing the unique 
physiological, psychological, and social needs of elderly residents. This study examines the suitability of urban living 
environments for aging populations, focusing on the interplay between aging-related factors and the potential of 
advanced computational methods to enhance design strategies. By leveraging graph neural network (GNN) 
technology, the research treats each housing unit as a graph node, constructing a large-scale network to evaluate 
and quantify the age-friendliness of living spaces. The results reveal that the proposed GNN-based model provides 
actionable insights, outperforming baseline methods in predictive accuracy and offering a robust framework for 
assessing and improving aging-friendly designs. From a sports psychology perspective, the study emphasizes the 
role of integrating recreational and communal spaces into urban living environments. These spaces not only support 
physical health through opportunities for exercise and s engagement but also promote psychological well-being and 
social interaction. The findings highlight the importance of creating environments that facilitate physical activity, 
community bonding, and emotional resilience among elderly residents. This research contributes to the 
development of sustainable urban spaces that foster holistic well-being, providing a blueprint for enhancing the 
quality of life through thoughtful integration of sports and recreation into aging-friendly designs. 
Keywords: Living Space, Living Environment, Lack of Social Resources. 
 

1. Introduction

With the continuous penetration and development 
of society, medicine, and the elderly environment, 
the problem of population aging is gradually 
emerging. It can be seen from Table 1 that the growth 
rate of the elderly population in my country will 
exceed 8 million per year, and it is expected to 
continue to grow by 20.3% from 2020 to 2050. The 

aging of the population will accompany the 21st 
century (Kim & Lee, 2013). Today, the problem of 
aging in our country has become a major social issue 
of increasing concern, and it is also an issue that 
every family needs to discuss more and more. In 
China, the research on the practice of living space for 
the elderly is relatively late (Table 2) 

Table 1 

On the forecast of the elderly population from 2020 to 2050 
Particular Year 2020 2025 2030 2035 2040 2045 2050 

Total Population (100 million) 13.98 13.94 13.78 13.52 13.15 12.67 12.11 
Population Over 60 Years Old (100 million) 2.43 2.90 3.47 3.91 4.04 4.19 4.55 

Proportion of Elderly Population (%) 17.31 20.81 25.11 29.91 30.61 33.02 37.61 

Table 2  

Current status of social pension beds in China 
Country Developed Country Other Developing Countries China 

Proportion of beds in the elderly population 
(percentage) 

6-8% 3-4% 1.61% 

Affected by modern factors such as average life 
expectancy, rapid urbanization, and a severe shortage 
of labor in the future, the traditional “family pension” 
model has become increasingly weakened with social 
development, and changes in the structure of family 
members have become increasingly weak. Obviously 
cannot meet the various elderly needs of the elderly. 

 
1 East China Jiaotong University, Nanchang 330013, Jiangxi, China. 
Corresponding Author's Email: higv976yu@163.com 

With the help of the "home-based care" between the 
society and the family, more attention is paid to it, and 
it is more worthy of discussion to be accepted by the 
elderly in a non-disabled state. Faced with the reality of 
alleviating the shortage of nursing beds in institutional 
nursing homes and social nursing homes, In the future, 
in addition to making up for the dependence of the 
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elderly on the familiar environment after changing 
their social roles, and enhancing the sense of intimacy 
between children and neighbors, it will be a good vision 
to pursue the scientific Ty convenience, and 
applicability of the "intended" needs of the living 
environment (Abdullah et al., 2020). The elderly are 
highly dependent on the living environment in China, 
and the contradiction between the space design of 
modern urban high-rise residential space and the living 
needs of the elderly has become increasingly 
prominent. The acceleration of urbanization has led to 
a large influx of people into the city, and it is more 
common for the elderly to live with their children in the 
residential building space for the elderly. for a special 
commodity that cannot be easily replaced - a residence. 
For example, with the physical and psychological 
changes such as vision and grip strength of the elderly, 
living alone in a room that is too empty, a sense of 
worthlessness due to a decline in social status, 
nervousness up and down stairs, walking on smooth 
ground in the passage area, and lack of refined design, 
etc. From this, it is necessary to study the traditional 
filial piety culture, the behavior of the elderly, and the 
spatial adaptability of the elderly in my country's urban 
elderly (Jiang et al., 2020). This further shows that the 
60-year-old does not mean old age. The research of this 
project is the adaptive research of the space design for 
the elderly in the period of independent survival of the 
elderly, that is, in the non-disabled state. The distinctive 
feature of design theory research was that it revolved 
around the expanding functional model and social 
needs, around the evolution of the environment, and 
took the form of multidisciplinary systematization, 
from the modernist trend of humanized design to 
humanized housing. The theory of design is an eternal 
research topic, and with the progress of people's 
cognition, technology and culture, there will be newer 
cognition and understanding (Hu et al., 2020). The 
continuous deepening of high-tech, Internet, and smart 
home has brought new opportunities for the elderly-
friendly design in the elderly space. Through the 
Internet, technology can be used to break the ice for 
home care, providing scientific support for improving 
the quality of life of the elderly. Today, the adaptability, 
scientific Ty and epochally of the design suitable for the 
elderly in urban high-rise residential buildings are the 

worthiest of discussion at present in the elderly space 
and home care model. 
     In recent years, with the rise of deep learning and the 
development of data-driven networks, researchers 
have begun to use deep neural networks for feature 
extraction and perception of TM sequences. Deep 
learning is good at dealing with nonlinear problems 
and is widely used in TM prediction (Liu et al., 2021). 
For example, (Bao et al., 2021) utilizes a deep belief 
network that utilizes stacked autoencoders. and its 
variant long short-term memory model and gated 
cyclic unit adopt sequential structure and have a 
certain time memory function and are widely used by 
researchers in traffic forecasting. Better prediction 
results. (Cardelli, 2018) conducted a comprehensive 
test on the deep learning-based TM prediction, and the 
experimental results show that among the existing 
deep learning methods, RNN and its variants have 
higher prediction accuracy than SAE and DBN. However, 
the RNN-based model from the beginning to the end, 
only the time series features are considered, and the 
spatial features are ignored. In order to better describe 
the spatial features, some studies have introduced 
convolutional neural networks to model the space 
(Kondrat’eva et al., 2020). Taking image data as an 
example, as shown in Figure 1, a picture can be 
represented as a set of rules in Euclidean space. For 
scattered pixels, translation invariance means that with 
any pixel as the center, the local structure of the same 
size can be obtained, while the data of the graph 
structure has no translation invariance. The 
convolutional neural network learns the volume shared 
by each pixel. Accumulate kernels to model local 
connections, and then learn meaningful hidden layer 
representations for pictures. Computer networks are 
essentially represented by graph data (Hong et al., 
2014). However, inspired by CNN, with the help of 
convolutional neural networks, the ability to model 
local structures and the ubiquitous node dependence 
on graphs Relational, his characteristic of graph 
convolutional network makes it have unique 
advantages in processing graph-structured data. In 
recent years, graph convolutional network has made 
great achievements in text classification, network 
analysis, traffic prediction and other fields. Develop 
(Maslovskaia et al., 2020). 
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Figure 1: Diagram of Euclidean space (left) and non-Euclidean space (right) 

Based on this, this paper proposes a new neural 
network model graph convolution gated recurrent unit, 
which can capture the temporal and spatial 
characteristics of complex traffic data, deploy it on the 
SDN controller, and can be used for traffic prediction 
based on SDN network. Task (Panno et al., 2020; Shao 
et al., 2020). The contributions of this paper are as 
follows:  
1) For the first time, a GCN-based spatial flow 
prediction framework for urban aging is used. 
2) Implemented the GCGRU model and deployed it to a 
software-defined network and trained it using the 
realistic GEANT dataset.  
3) Evaluate different the model under the configuration 
is compared, and our model is compared with the 
baseline model. The experimental results show that the 
GCGRU model has a better prediction effect. 

2. Related works 

2.1 Normative Research on the Design of 
Residential Buildings for the Elderly 

At present, the laws and regulations successively 
promulgated in my country on the design of residential 
buildings for the elderly are listed in Table 3. The 

normative research on the design of residential 
buildings for the elderly has a certain research basis, 
and the building codes and standards are also 
increasing. However, the design specifications for 
residential buildings for the elderly are still unclear in 
the standard level, and the concept is vague. As of 2013, 
the standards for residential buildings designed for the 
elderly in the livable community for the elderly are still 
complicated and difficult to implement (Xu et al., 2020). 
2.2 Graph Neural Networks 

In recent years, there has been a growing interest in 
deep learning for graph-structured data. Many data in 
real life can be naturally transformed into graph 
structures, such as physical models, chemical 
substance structures, social network information, 
transportation network information, etc. Driven by 
deep neural networks, to process a large amount of 
graph-structured data, GNN models emerge as the 
times require (Lee & Park, 2017). There is an important 
variant of GNN, GCN, which is like CNN and can perform 
feature extraction, but the extraction object of GCN is 
graph data (Crawshaw, 2016). Using the features 
extracted from graph data by GCN, many tasks such as 
node classification, node prediction, edge prediction, 
and graph classification can be completed.

Table 3  

Arrangement of old building codes 
Release Time Specification Name Specification Type Scope of Application 

1993.09 Guidelines for the design of 
residential buildings for the elderly 

Industry standard Design Guide for residential buildings 
designed for the elderly 

1999.05 Code for design of buildings for the 
elderly 

Industry standard The newly built, expanded, and rebuilt 
buildings and public environment for the 

elderly are designed for the elderly 
2003.05 Design standard for residential 

buildings for the elderly 
National standard Residential buildings used, including 

residential buildings for the elderly, 
apartments for the elderly, nursing homes, 

nursing homes and nurseries 
2007.10 Code for planning of urban facilities 

for the elderly 
Industry standard New construction, expansion, and 

reconstruction of urban facilities for the 
elderly 

2010.11 Construction standard of 
community day care center for the 

elderly 

Industry standard It is applicable to the architectural design 
of new, expanded, and rebuilt community 

elderly care centers 
2013.10 Standard for elderly livable 

community (base) 
National standard It is applicable to the construction and 

service of new, expanded and renovated 
high-end elderly livable communities 

GCN has a wide range of uses and is constantly 
developing. (Nolte et al., 2021) proposed a neural 
network model GNN suitable for processing graph data. 
This model utilizes the recurrent neural structure to 
propagate the information of the surrounding nodes 
and achieves a stable fixed point through iteration to 
realize the representation of the target node. (Jackie, 
2013) considered how to construct deep structures 
with small learning complexity on general non-
Euclidean domains, and proposed two constructs, one 
is domain-based hierarchical clustering, and the other 

is based on Tula place. In the context of spectral graph 
theory, a representation method of convolutional 
neural network is proposed, which is a numerical 
format that works on graphs. (Fang & Soo, 2018) 
reduced the computation of graph convolution and 
formally proposed the GCN model. GCN motivates the 
choice of convolutional structure through a localized 
first-order approximation of spectral graph 
convolution, while scaling linearly over the number of 
edges of the graph, learning hidden layer 
representations. (Yeung et al., 2019) On the basis of 
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GCN, all the fully connected layers in the middle are 
removed, and the propagation layer is replaced with an 
attention mechanism. The attention mechanism used 
here is applicable to graph-structured data (Rezaei, 
2020; Silvia et al., 2014). Continuously eliminates the 
nonlinear part between layers of GCN, and folds the 
processed function into a linear transformation, 
thereby reducing the extra complexity of GCN 
(Pikovskoi et al., 2021). In order to solve the problem of 
high computational cost caused by stochastic gradient 
descent algorithm in large-scale GCN model training 
and the problem of graph structure data storage 
occupying a lot of space, (Cui et al., 2021) proposed a 
graph convolutional network based on graph clustering 
to improve memory and computational 
efficiency.(Huixia et al., 2007; Zhou et al., 2022) is a 

review of GNN in the field of deep learning, which 
comprehensively and deeply discusses the application 
of GNN in various fields and proposes the existing 
problems and potential research directions of GNN. 

3. Methods 

We use 𝐺 = (𝑉, 𝐸) describe the topology of the graph, 
each network node is a vertex, 𝑉 represents the set of 
vertices, 𝑉 = {𝑉1, 𝑉2, . . . 𝑉𝑁}, E is the edge of the graph 𝐴 
set. 𝐴 represents the adjacency matrix of the graph 𝐺, 
𝐷 represents the degree matrix of the graph 𝐺, 𝐴 , 𝐷 ∈
𝑅𝑁 × 𝑁𝑋. We regard the network traffic matrix 𝑋as the 
feature of the vertex, as shown in Figure 2, 𝑋  t 
represents the time t Eigen matrix, 𝑋 ∈ 𝑅𝑁 × 𝑁. 

tX

1t nX − +

Time

 
Figure 2: Graph-structured network traffic data 

Therefore, a mapping function 𝑓 based on the 
topological graph 𝐺and the feature matrix 𝑋, namely: 

[𝑋𝑡+1, . . . , 𝑋𝑇+1] = 𝑓(𝐺, 𝑋𝑡−𝑚+1, . . . , 𝑋𝑡)      （1） 
Among them,  𝑇  represents the length of the output 
prediction sequence. Due to the lack of translation 
invariance on the graph, it is difficult to define a 
convolutional neural network in the node domain. The 
Fourier transform of the signal convolution is 
equivalent to the product of the signal Fourier 
transform: 

𝐹(𝑓 ∗ 𝑔) = 𝐹(𝑓) ∗ 𝐹(𝑔)                      （2） 
Among them, 𝑓 and 𝑔  represent two original signals, 
𝐹(𝑓)represents the Fourier transform of 𝑓,  represents 
the product operator, ∗ represents the convolution 
operator. Perform the inverse Fourier transform on 
both sides of equation (1), we can get: 

𝑓 ∗ 𝑔 = 𝐹−1(𝐹(𝑓) ∗ 𝐹(𝑔))                  （3） 

Taking the eigenvectors as a set of bases in the spectral 
space, the Fourier transform of the signal 𝑋  on the 
graph is:  

𝑥
∧
= 𝑈𝑇𝑥                                         （4） 

Among them, 𝑥 refers to the original representation of 

the signal in the node domain; 𝑥
∧

  refers to the 
representation of the signal 𝑥  transformed to the 

spectral domain; 𝑈𝑇  represents the transpose of the 
eigenvector matrix for Fourier transform. Since 𝑈 is a 
positive definite matrix, the signal 𝑥  is the inverse 
Fourier transform can be expressed as: 

𝑥 = (𝑈𝑇)−1𝑥
∧
= 𝑈𝑥

∧
                        （5） 

Using the Fourier transform and inverse transform on 
the graph, we can implement the graph convolution 
operator based on the convolution theorem: 

𝑥 ∗ 𝐺𝑦 = 𝑈(𝑈𝑇𝑥)𝛩(𝑈𝑇𝑦)                 （6） 

We use a diagonal matrix 𝑔𝜃 to replace the vector 𝑈𝑇𝑦 , 
Then Hadamard multiplication can be transformed into 
matrix multiplication. Graph convolution can be 
expressed as follows: 

𝑥 ∗ 𝐺𝑦 = 𝑈𝑔𝜃𝑈
𝑇𝑥                          （7） 

In equation (7), 𝑔𝜃  is the convolution kernel to be 
learned, and in spectral convolutional neural networks, 
𝑔𝜃 is in the form of a diagonal matrix, and there are 𝑛 
parameters to learn. The Chebyshev network 
parameterizes the convolution kernel 𝑔𝜃: 

𝑔𝜃 ≈ ∑ 𝜃𝑘
𝐾−1
𝑖=0 𝑇𝑘 (𝛬

𝛬

)                         （8） 

3.1 Model Structure 

The GCN model has two parts: GCN and GRU. As shown 
in Figure 3, we use the time series data of n historical 
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moments as input according to formula (1), and the 
graph convolution network extracts the network 
topology to obtain spatial features, and then uses the he 
time series with spatial features is put into the GRU, the 

dynamic changes are captured through the transfer of 
information between units, and the temporal features 
are extracted; finally, it is sent to the fully connected 
layer to output the prediction result.  

GCN GCN GCN GCN GCN

GRU GRU GRU GRU GRU

 

 

1tY + t TY +

tX
1t nX − +

 
Figure 3: Process of Traffic Prediction 

3.1.1 Modeling Spatial Features 

Obtaining complex spatial features is a key problem in 
network traffic prediction. Traditional CNN is only 
suitable for Euclidean space, network topology is not a 
grid, but CNN cannot handle data of complex topology 
type. GCN can handle graph structure, which has been 
widely used Applied to document classification and 

image classification. GCN builds filters in the Fourier 
domain, acts on vertices and their first-order 
neighborhoods, and extracts spatial features between 
vertices. As shown in Figure 4, it is assumed that vertex 
1 is in the network. According to formula (9), the 
mathematical expression of the GCN layer is: 

𝑋(𝑚+1) = 𝑅𝑒𝐿𝑈(𝐷̂−1/2𝐴̂𝐷̂−1/2𝑋(𝑚)𝑊(𝑚))  （9） 
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Figure 4: Adjacency features of node 1 

3.1.2 Modeling temporal features 

RNN can reflect long-distance dependency information 
when processing sequence data including recordings 
and texts. Connections are established between RNN 
layers and neurons, and the state of the current 
moment can affect the state of the next moment, so it 
can be captured. Before and after correlation of data. 
GRU designs a gated structure based on RNN, allowing 
information to be selectively transmitted in the hidden 
layer, memorizing important information and solving 

the problems of gradient disappearance and gradient 
explosion in the process of long sequence training. GRU 
has There are two gated structures, reset gate and 
update gate, with few parameters and fast convergence 
speed. The transmission between states in GRU is a 
one-way propagation process from front to back, and 
only the current input and previous context 
information can be used, as shown in Figure 5. When 
capturing the traffic information at the current 
moment, the model still retains historical information 
and could extract temporal features. 
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Figure 5: Structure of GRU unit 
 

3.1.3 Modeling by Combining Temporal and Spatial 
Features 

To extract spatial and temporal features at the same 
time, we combine GC and GRU, first use GC to extract 
spatial features, and then use GRU to extract spatial 
features, the mathematical expression is as follows: 

𝑢𝑡 = 𝜎(𝑊𝑢[𝑓(𝐴, 𝑋𝑡), ℎ𝑡−1] + 𝑏𝑢) 
𝑟𝑡 = 𝜎(𝑊𝑟[𝑓(𝐴, 𝑋𝑡), ℎ𝑡−1] + 𝑏𝑟) 
𝑐𝑡 = 𝑡𝑎𝑛 ℎ(𝑊𝑐[𝑓(𝐴, 𝑋𝑡), 𝑟𝑡 ∗ ℎ𝑡−1] + 𝑏𝑐) 
ℎ𝑡 = 𝑢𝑡 ∗ ℎ𝑡−1 + (1 − 𝑢𝑡) ∗ 𝑐𝑡                （10） 

where 𝑓(𝐴, 𝑋𝑡)  represents the graph convolution 
process, and 𝑊  and 𝑏  represent the trainable 
parameters of the GRU in Section 3.1.2. 
3.1.4 Loss Function 

During training, the goal is to minimize the squared 
difference between the true value of the error flow and 
the predicted value of the flow. We denote the true 
value of the flow and the predicted value of the flow by 
𝑌𝑡  hand 𝑌𝛬𝑡 . To prevent overfitting, we the 𝐿2 
regularization term is added, where 𝜆  is a 
hyperparameter. The formula of the loss function is as 
follows: 

𝐿𝑜𝑠𝑠 = |𝑌𝑡 − 𝑌
𝛬

𝑡|
2 + 𝜆𝐿2                            （11） 

4. Experimental Results and Analysis 

4.1 Prediction accuracy analysis of GCGRU 

Table 4 lists the prediction results of the GCGRU model 
and other baseline methods at 15min, 30min, and 
45min. The GCGRU model obtains the best prediction 
performance among all evaluation indicators, which 
proves that GCGRU has better performance in space 
and time. Prediction ability. It can also be found in Table 
4 that methods based on neural networks, including 
GCGRU model, GRU model, etc., which emphasize the 
extraction of time series features, usually have better 
prediction performance than other baselines, such as 
SVR model and ARIMA model. The prediction results of 
the network in 15min are shown in Figure 6 and Figure 
7. In the 15min traffic prediction task, The RMSE error 
of GCGRU is about 8.2% lower than that of GRU model, 
and the accuracy rate is about 17% higher than that of 
GRU. The prediction effect of ARIMA and SVR is the 
worst, mainly because the linear method is difficult to 
deal with complex and non-stationary time series. Data. 
The poor prediction effect of GCN model is because GCN 
considers spatial characteristics and ignores traffic 
data, which is typical time series data. 

Table 4 

Experimental results of traffic prediction with different training models on GEANT-based datasets 
Algorithm RMSE (15 min/30 min/45 min) MAE (15 min/30 min/45 min) MAPE (15 min/30 min/45 min) 

ARIMA 0.52916/0.52908/0.52906 0.43978/0.43974/0.43969 7.3917/7.3826/7.3844 
SVR 0.10145/0.101168/0.10164 0.08391/0.08452/0.08479 10.9375/10.9934/11.0113 

FCNN 0.02798/0.03089/0.03214 0.02055/0.02234/0.02512 2.8921/3.1346/3.4002 
GCN 0.02666/0.02864/0.03018 0.02027/0.02188/0.02516 3.0057/3.3014/3.5125 
GRU 0.01997/0.02156/0.02384 0.01487/0.01628/0.01826 1.8687/2.01536/2.2578 

GCGRU 0.01739/0.01902/0.02124 0.01232/0.01433/0.01598 1.5409/1.7274/2.1033 
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Figure 6: Comparison of the prediction results of the four neural network methods in 15 minutes 

 
Figure 7: Comparison of relative errors of four neural network methods in 15min prediction 

 

Figure 8 compares the prediction effects of GCGRU, GCN 
and GRU. For example, in the 15min flow prediction, the 
RMSE of the GCGRU model is reduced by about 35.6% 
compared with the GCN model; in the 30min flow 
prediction, the GCGRU model is comparable to the GCN 
model.  
Compared with the GRU model, the RMSE is reduced by 
about 33.6%, indicating that the GCGRU model can 

effectively extract spatial features. In the 15min flow 
prediction, the GCGRU model reduces the RMSE by 
about 9.5% compared with the GRU model; in the 
30min flow prediction, the RMSE is reduced by about 
9.5%.  compared with the GCN model, the RMSE of the 
GCGRU model is reduced by about 13.0%, which 
indicates that the GCGRU model can effectively extract 
temporal features. 

 
Figure 8: Comparison of performance indicators of GCGRU, GCN, and GRU 

Figure 9 shows the prediction effect of the GCGRU 
model for 15min, 30min and 45min respectively. With 
the extension of the prediction task, the error of the 
GCGRU model also increases, but the prediction effect 

is basically stable. Therefore, the GCGRU model can not 
only be used for short-term traffic It can also be used 
for medium and long-term forecasting, but it still does 
not perform well in the forecasting of peak traffic. 
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Figure 9: Prediction effect of GCGRU model at 15min, 30min, 45min 

5. Conclusion 

This study proposes an improved graph convolution 
deep neural network (GCGRU) algorithm for the ageing 
design problem of urban living space environment 
under the background of aging. This algorithm can 
effectively mine out the existing graph convolution 
algorithms.  
The spatial-temporal dependence of complex networks. 
This research has carried out large-scale experiments 
and verification work on the GEANT dataset. The 
results show that, compared with other classical 
algorithms, GCGRU's future improvement in prediction 

accuracy is mainly as follows: 1) Continue to explore 
how to improve the interpretability of the deep 
learning algorithm, and try to find the causal 
relationship that the model has good prediction 
accuracy; 2) Since only the 1st-order network 
neighborhood is extracted, some neighbor information 
may be missed. For this reason, further research will 
include more neighbors. 3) There is only traffic matrix 
at each moment in the data set as a feature, and more 
features such as link bandwidth can be considered; 4) 
It can be combined with other models, such as 
reinforcement learning, to explore more application 
scenarios. 
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