
Revista de Psicología del Deporte/Journal of Sport Psychology Vol. 30. n.°4. 2021. pp. 11-19 

Universidad de Almería / Universitat Autónoma de Barcelona. ISSN 1132–239X ISSNe 1988–5636 

11          Revista de Psicología del Deporte/Journal of Sport Psychology. Vol. 30. n.°4. 2021 

Application of Data Mining Technology in exploring the 
relationship between cultural sports psychology and intersecting 
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Abstract 
Data mining has been demonstrated to be critical in various sectors, including corporate applications, criminal 
investigations, biology, and, more recently, counter-terrorism. Data mining can be used in any situation that 
requires the examination of a large volume of data. As a result, all data mining tools, including analysis, can be 
regarded components of the data mining process. The article examines the function of data mining technology in 
the interaction between Cultural Sports Psychology (CSP) and Intersecting Identities (ITI). As a Mediating Variable, 
the variable Application of Data Mining Technology is used. The data was gathered from 70 IT professionals. AMOS 
26v was used to evaluate the collected data. However, the results suggested a strong link between the variables. As 
a result, data-mining technologies are critical in understanding the relationship between CSP and ITI. 
Keywords: Data Mining Technology, Data Extraction, Datasets, Sports Psychology, Intersecting Identities, 
Cultural Sports Psychology. 

Introduction 

Data mining is the process of "extracting" information 
from a large dataset that contains sensitive 
information. Invariably, datasets contain sensitive 
information about the patterns and features of mined 
datasets, which can be transformed into useful 
information utilizing data mining techniques (Hou, 
2021). However, there is critical information hidden in 
data that is not visible. Because data is generated faster 
than it can be processed and made sense of, this 
knowledge is frequently buried and squandered. As a 
result, identify and extract relevant information from 
individuals or organizations with limited resources, 
particularly technology resources (G. Zhang & Chen, 
2021). When we use the term "data mining," we mean 
a collection of tools and techniques for "extracting" or 
"mining" information from enormous amounts of data. 
Data mining tries to unearth fresh insights and 
discoveries by discovering patterns and links in data. 
These relationships can be used to forecast future 
events (Pastrana et al., 2019). Data mining has been 
demonstrated to be critical in various sectors, 
including corporate applications, criminal 
investigations, biology, and, more recently, counter-
terrorism. Several businesses, for example, utilize data 
mining techniques to detect trends in consumer 
purchase behaviour. For example, Amazon analyses 
users' shopping history to make product 
recommendations. Data mining can be used in any 
situation where a large volume of data needs to be 
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analyzed. Consider all data mining technologies, 
including algorithms, data mining, and machine 
learning, as components of the data mining process 
(Pengfei & Yin, 2021). Machine Language technology 
has been widely applied in various industries, 
including business, finance, and government, to 
mention a few. Public-key cryptosystems, for instance, 
make use of the RSA algorithm, statistical approaches, 
and mathematical tools from disciplines such as 
number theory, set theory, and graph theory (Reigal et 
al., 2020). 
Anomaly detection patterns are extremely important in 
data mining, and they are frequently used to track and 
discover anomalies in datasets. Clustering, or the 
grouping of relevant data chunks, is another critical 
strategy, categorizing data properties to collect or use 
extra information for the same aim (Yuan et al., 2021). 
To undertake a broad assessment of athletic training 
signs, the conventional index analysis approach 
employs a statistical methodology detailed below. 
Due to the scarcity of statistical data, it is accessible for 
studying niche data. As a result of the preceding 
examination, this study advises applying data mining 
techniques to analyze sports training indices (Pan, 
2019). It was determined how to categorize index 
parameters based on the data collection 
characteristics. Then, utilizing data mining technology, 
a system for sports training analysis was developed 
and an analysis model. To achieve data mining 
outcomes for training indicators, the three procedures 
of data preparation, data mining, and result 

mailto:Mishalsohail53@gmail.com
mailto:Talhashoaibt@yahoo.com
mailto:nooreharam87@gmail.com
mailto:pakizaikram01@gmail.com
mailto:chusmantariq47@gmail.com


Mishal, Sohail,Muhammad Talha, Noor-e-Haram, Pakiza Ikram,Usman Tariq 

Revista de Psicología del Deporte/Journal of Sport Psychology. Vol. 30. n.°4. 2021           12 

interpretation can be thoroughly evaluated (Canfield & 
Long III, 2019). This enables the data analysis to be 
completed and the data mining results to be acquired. 
The third phase is to apply data mining technology to 
assess performance indicators in the sports industry. 
Two distinct methodologies were used in the 
simulation test environment to collect variable 
parameters in a comprehensive analysis (Hou, 2021). 
The accuracy test, the immunity test, and the coverage 
test were among these methods. The computation and 
comparison of this parameter demonstrate that the 
analytical approach provided in this research is 
extremely efficient. The index parameters are 
determined using the data set's properties. The 
classification procedure is intended to aid in analyzing 
the data entered (d'Andrea & Mintz, 2019). The 
accurate description for each item of data is 
determined by examining the properties supplied by 
the data; this accurate description is frequently 
referred to as a predicate, and it is used to categorize 
subsequent data after it is discovered. While the class 
labels for the data are unknown, their categories can be 
estimated. This iterative method uses a k-means 
clustering algorithm to divide data into distinct 
predefined and nonoverlapping categories. According 
to the algorithm, each data point can only be assigned 
to a single category (Huang & Deng, 2020). It attempts 
to maintain intra-cluster data points close together to 
the extent possible while keeping the clusters apart (far 
apart). When two or more datasets share comparable 
qualities, they are referred to as "clustered" or 
grouped. The fact that the clusters' disagreement is 
decreased due to optimization is a critical property of 
k-means cluster analysis. Objects within the same 
group become insignificant (Tian & Luo, 2020). 
However, disparities within clusters are worth noting. 
Recognizing small discrepancies between the 
indicators under investigation in a given group is 
contingent upon identifying the group's initial cluster 
centres. 
The k-means clustering method outperforms the 
density-based clustering technique in earlier studies. 
This is because density-based clustering does not 
consider all data points involved in cluster formation 
(Rojas-Valverde et al., 2021). The investigation of 
athletes during training sessions was conducted using 
R studio and the R programming language. The k-
means method is better than other established ways 
for validating study findings in American football 
sports (Morgulev et al., 2018). A form of optimization 
algorithm, the Expectation-Maximization Algorithm, is 
a type of optimization algorithm. 
In comparison to the gradient-descent strategy, an 
optimization approach with the benefit of performing 
updates analytically under a broad variety of scenarios 
is thoroughly investigated (Sturludóttir & Arnardóttir, 
2020). When compared to the results of other 
optimization procedures, its versatility gives it a 
competitive edge. The EM approach computes a close 

approximation of the optimal parameters in a short 
amount of time. Immediately upon completion of the 
operation, the data curve is assigned to the cluster from 
which it is most likely to have originated (Xun & Suxia, 
2018). It is typically used with incomplete data, such as 
missing data points or latent variables. 

Review of the Literature 

Each ethnic minority has its collection of clothing 
styles. Each pattern component has a distinct 
significance, a lengthy history, and an array of themes 
and colours (Talha, 2020). Each style of design has a 
distinct meaning and a long history. Fashion designers 
who are inspired by these designs refer to them as 
muses. They contribute to the aesthetic improvement 
of a traditional national apparel and act as an 
inspiration for many designers. By incorporating 
digital technologies into apparel, we can foster the 
evolution of ethnic minority fashion and the 
transmission of their national culture to future 
generations (Chen & Talha, 2021). Because each area 
has its geographical setting and set of customs, each 
region's cultural background and aesthetic perspective 
are distinctive, resulting in a diverse spectrum of ethnic 
minority clothing designs (Z. Yang & Talha, 2021). The 
most prevalent types include dresses, robes, 
Guantoustyle, and similar clothing. 
Among them, the headgear stands out, as does the 
material, which is fairly vast and complete. 
Throughout, batik fabrics are employed, and a long 
scarf is worn around the head to complete the look 
(Z. Yang & Talha, 2021). Because these materials and 
the techniques used to match and display them vary, 
the diversity of ethnic clothing represented is also 
more vivid and concrete. The vibrant clothing worn 
by ethnic minorities worldwide is mostly a result of 
ethnic clothing's unique craftsmanship (Huang & 
Deng, 2020). Plants and animals are the most 
frequently used raw resources in apparel creation by 
ethnic minorities. Cotton and linen are examples of 
plant raw materials, whereas skins and silk are 
animal raw materials. In the north, animal skins are 
frequently used as raw materials, although cotton 
and linen fabrics manufactured by ethnic minorities 
in the south account for most textiles (Huang & Deng, 
2020). Craftsmanship is one of the most effective 
ways to communicate ethnic minority clothing's 
qualities. This method is frequently employed in the 
manufacturing of garments and fabrics, such as batik 
and carving, and the creation of accessories that 
reflect the country's features (M. Li et al., 2021). 
People are drawn to ethnic minority apparel due to 
the variety of shapes and vibrant colours available. 
Patterns play a significant role in ethnic minorities' 
clothing and can be rather charming, demonstrating 
ethnic minorities' cultural awareness. The majority of 
patterns are derived from life and nature (B. Zhang et 
al., 2019). There is compelling evidence that sports and 
physical activity have several beneficial societal effects. 
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The best evidence is focused on health benefits, such as 
the avoidance or reduction of physical and mental 
health problems, as well as the reduction or 
elimination of healthcare costs (X. Zhang & Luo, 2021). 
Physical health appears to be backed up by a greater 
body of evidence than mental health. Although the 
detrimental health repercussions of sports injuries are 
well known, they are more usually associated with 
children and are typically mild. 
Positive health outcomes benefit the entire population 
but are especially critical for older adults (Hsu et al., 
2020). Sports participation has also been 
demonstrated to boost pro-social conduct while 
decreasing criminality and anti-social behaviour, most 
notably among young guys (Park & Seo, 2019). The 
most noteworthy exceptions to these favourable 
findings are the links between sports and increased 
violence and the link between illegal alcohol usage. 
When we examine how sport affects social capital in 
general, there is evidence that it can act as a'social glue,' 
especially when it comes to bonding capital (L. Zhang, 
2021). The beneficial effects of sport and physical 
activity on educational outcomes, including 
psychological and cognitive benefits, have recently 
garnered considerable scholarly attention. 
On the other hand, evidence indicates that 
participation in sports and physical activity positively 
affects a variety of long-term outcomes, including 
educational attainment (Nosov et al., 2021). A few 
contrary research have discovered that sports 
participation had a detrimental effect on the 
educational performance of specific student groups; 
however, these studies are few and far between (K. 
Yang, 2020). Numerous studies have revealed that 
athletics has numerous beneficial impacts 
concurrently, making it an extremely cost-effective 
exercise (Sarode et al., 2019). Sport and its varied 
social consequences promote increased physical 
competence, higher cognitive abilities, enhanced social 
abilities, trust and reciprocity, and alignment with 
societal ideals. These contribute to reducing risk 
factors while simultaneously promoting a favourable 
response to protective variables (Y.-M. Wang et al., 
2021). The experience of well-being manifests sport's 
catalytic role in generating societal impacts. People 
would not participate in sports if it did not provide a 
sense of well-being, and if it did not provide a sense of 
well-being, they would not participate as frequently as 
they do presently. Certain studies indicate a positive 
correlation between physical exercise and SWB (S. 
Wang, 2021). While happiness is strongly associated 
with health, particularly mental health, it is also 
associated with anti-social behaviour, education, and 
social capital (Z. Wang, 2018). 
When it came to obtaining declarative information, 
learners' opinions toward the design of learning 
programmes affected their performance. On the other 
hand, past knowledge affected their ability to acquire 
procedural information. Data mining is appropriate for 

this type of task since it can search through massive 
amounts of data for useful information (Fiorese et al., 
2019). The primary contrast between statistical 
analysis and data mining is the aim sought. The former 
is used to confirm existing data to demonstrate a 
previously established relationship, whilst the latter is 
used to uncover previously unknown associations (L. 
Li, 2019). Unlike traditional experiments, which use 
statistical analysis to verify previous hypotheses, data 
mining is a technique that makes use of data to uncover 
connections and patterns (Phatak et al., 2021). Hidden 
relationships, trends, and interdependencies can be 
detected, and prediction rules can be built, which is one 
of the advantages of data mining approaches. 
Depending on the nature of the data extraction, most 
data mining efforts can be grouped into three broad 
categories: classification, clustering, and association 
rules, all of which are subcategories of classification. 
Clustering is a significant approach used in exploratory 
data analysis for categorizing data into groups of 
comparable objects (L. Li, 2019). Each group of things, 
referred to as a cluster, is composed of objects similar 
to one another but distinct from those in other groups. 
The benefit of this technique is that it can uncover 
previously unseen trends, correlations, or patterns. 
Apart from that, no assumptions about the data's 
organization (Maeda et al., 2018). 
Since Agrawal and Srikant (1994) established 
association rules, they have been mostly used in 
databases to uncover meaningful links between objects 
or attributes concurrently (Oktavia et al., 2020). 
However, if one has a broad idea of the types of 
relationships desired, this method might be highly 
beneficial. This is because a huge data collection can 
have various correlations. 

Methodology 

A prominent issue in overlapping identities and data 
mining technology is the study of sports psychology. In 
most cases, descriptive research will be undertaken 
with sports clubs that are classified based on structural 
criteria such as size, age, and the quantity of sports 
products provided. However, because sports 
psychology is highly broad and incorporates many 
other qualities, these aspects are not necessarily the 
most visible. A more exploratory approach is being 
taken due to this, with data mining being used to 
investigate the four key issues that sports teams 
confront. Some of the themes mentioned were keeping 
and recruiting volunteers and attracting and retaining 
young athletes, coaches, and members. 
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Data Analysis and Discussion 

CFA 

The confirmatory factor analysis test is used to verify 
that the factors loading affecting model variables are 
correct and identify any issues or inconsistencies in the 
factors loading between the items and the model fit. 
The values recovered from the confirmatory factor 
analysis result are fine because the needed values 
appear in the result, as shown in the table, implying 
that the model is fit and acceptable. 
Assessment of Normality 

The table below shows the results of the normality test 
analysis for each independent dependent and mediator 
variable. 
The output shows the minimum and maximum values 
and skews and kurtosis values. According to the 
results, the measuring items for variables have a 
minimum value of 1.00 and a maximum value of 5.00. 
The value for Skewness and Kurtosis is negative; 
therefore, all items are tailed to the left side. 

Variable Min Max Skew C.R. Kurtosis C.R. 

ITI6 1.000 5.000 -.059 -.202 -.841 -1.436 

ADMT1 1.000 5.000 .007 .025 -1.007 -1.720 

ADMT2 1.000 5.000 .175 .597 -.899 -1.536 

ADMT3 1.000 5.000 .035 .120 -.941 -1.607 

ADMT4 1.000 5.000 .102 .349 -.970 -1.656 

ADMT5 1.000 5.000 -.055 -.189 -.882 -1.506 

ITI1 1.000 5.000 -.199 -.678 -1.202 -2.052 

ITI2 1.000 5.000 -.002 -.007 -1.087 -1.856 

ITI3 1.000 5.000 -.055 -.188 -.952 -1.626 

ITI4 1.000 5.000 .002 .007 -.905 -1.545 

ITI5 1.000 5.000 -.104 -.355 -.825 -1.409 

CSP1 1.000 5.000 -.277 -.948 -1.023 -1.747 

CSP2 1.000 5.000 -.165 -.565 -.918 -1.568 

CSP3 1.000 5.000 -.148 -.506 -.948 -1.620 

CSP4 1.000 5.000 -.256 -.876 -.957 -1.635 

CSP5 1.000 5.000 -.458 -1.563 -.546 -.932 

Multivariate     14.197 2.475 

The results from AMOS 26 v presented that the Chi-
square of Default Model was 167.025. However, the 
value for Degrees of freedom was 101 with a 
Probability level = .000. 
Regression Weights 

   Estimate S.E. C.R. P Label 
CSP5 <--- CSP 1.000     

CSP4 <--- CSP 1.092 .087 12.515 *** par_1 
CSP3 <--- CSP 1.051 .103 10.251 *** par_2 
CSP2 <--- CSP 1.079 .099 10.892 *** par_3 
CSP1 <--- CSP 1.068 .099 10.764 *** par_4 
ITI5 <--- ITI 1.000     

ITI4 <--- ITI 1.028 .159 6.474 *** par_5 
ITI3 <--- ITI 1.080 .161 6.690 *** par_6 
ITI2 <--- ITI 1.136 .156 7.260 *** par_7 
ITI1 <--- ITI 1.314 .168 7.813 *** par_8 
ADMT5 <--- ADMT 1.000     

ADMT4 <--- ADMT .900 .080 11.305 *** par_9 
ADMT3 <--- ADMT .840 .085 9.917 *** par_10 
ADMT2 <--- ADMT .830 .088 9.394 *** par_11 
ADMT1 <--- ADMT .948 .077 12.264 *** par_12 
ITI6 <--- ITI 1.104 .148 7.457 *** par_13 

The given result displays the regression weight of each 
measuring item with ICEPT and SLOPE using estimate 
values. CSP (Cultural Sports Psychology) is an 
independent variable with ICEPT estimate values of 
1.000 and 0.087 and a 100% significant estimated 
value at the SLOPE level. 
Standardized Regression Weights 

The table above shows the values for Standardized 
Regression Weights. In addition, the table portrays the 
estimates for the relationship (cause-and-effect 
relationship) between measuring items and variables. 

   Estimate 
CSP5 <--- CSP .877 
CSP4 <--- CSP .946 
CSP3 <--- CSP .867 
CSP2 <--- CSP .892 
CSP1 <--- CSP .887 
ITI5 <--- ITI .752 
ITI4 <--- ITI .749 
ITI3 <--- ITI .771 
ITI2 <--- ITI .827 
ITI1 <--- ITI .880 
ADMT5 <--- ADMT .951 
ADMT4 <--- ADMT .850 
ADMT3 <--- ADMT .806 
ADMT2 <--- ADMT .786 
ADMT1 <--- ADMT .875 
ITI6 <--- ITI .846 
Covariances 

The preceding result compares the estimated 
covariance and variance matrices using input values. 
Additionally, the output includes a description of the 
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covariance analysis for each variable. According to the 
covariance ratio, positive and significant variance 
ratios for the rate level are 0.791, 0.925, and 0.783, 
respectively. The data indicate a significant and 
positive relationship between the factors. The mean 
indicates that the degree of significance for each 
variable at each rating point is 0.000. 

   Estimate S.E. C.R. P Label 
CSP <--> ITI .791 .172 4.593 *** par_14 
ADMT <--> CSP .925 .190 4.871 *** par_15 
ADMT <--> ITI .783 .176 4.439 *** par_16 
Correlations 

The interaction between covariance, variance, ICEPT 
mean, and SLOPE 1.000, which signifies a level of 
significance of 100 percent and inter-correlation of 
each variable, is referred to as the correlation of 
estimate. The values for each correlation estimate 
between CSP → ITI is 0.941, ADMT → CSP is 0.834, 
and ADMT → ITI is 0.816 respectively. The results 
reveal that the dependent and independent variables 
have a positive association. 
 

  Estimate 
CSP <--> ITI .941 
ADMT <--> CSP .834 
ADMT <--> ITI .816 
Variances 

The intercept, estimates, C.R., and significant values for 
Cultural Sports Psychology (CSP), ITI (Intersecting 

Identities), and Application of Data Mining Technology 
(ADMT) are shown in the table below. The significant 
values for are ITI, CSP, and ADMT is 0.000, respectively. 
As a result, the information gathered for the variables 
is substantial. 
 

Estimate S.E. C.R. P Label 

CSP .971 .211 4.609 *** par_33 
ITI .727 .201 3.624 *** par_34 
ADMT 1.264 .240 5.270 *** par_35 
Minimization History 

The minimization history displays the results of all 
iterations starting at 0 and finishing at level point 18. 
Negative eigenvalues, condition values, smallest 
eigenvalues, diameter rates, and the F-statistic value, as 
well as the ratio analysis of each iteration, are all 
reported in the results. The negative eigenvalue is 7, 18, 
9, 0, 0, 0, 0, 0, 0, 0, 0. The condition numbers are 
4142.312, 2628.175, 1031.094, 899.246, 985.982, 
1026.119, 985.664, and 985.078, respectively. The f 
statistic values for each iteration are 1215.631, 
587.211, 465.383, 257.633, 203.410, 173.710, 167.923, 
167.075, 167.026, 167.025, and 167.025, according to 
the results. By evaluating research in smallest 
eigenvalue as -1.133, -1.823, and -0.557, the result 
exposes the history of minimization in the form of 
ratios of 9999.000, 0.379, 0.942, 0.845, 0.000, 0.000, 
1.171, 1.136, 1.048, 1.004, and 1.000, suggesting that 
there is a positive association between variables. 

Iteration Negative eigenvalues Condition # Smallest eigenvalue Diameter F NTries Ratio 
0 7  -1.133 9999.000 1215.631 0 9999.000 
1 18  -1.823 3.416 587.211 19 .379 
2 9  -.557 .459 465.383 6 .942 
3 0 4142.312  .959 257.633 5 .845 
4 0 2628.175  .490 203.410 4 .000 
5 0 1031.094  .578 173.710 2 .000 
6 0 899.246  .163 167.923 1 1.171 
7 0 985.982  .083 167.075 1 1.136 
8 0 1026.119  .026 167.026 1 1.048 
9 0 985.664  .002 167.025 1 1.004 

10 0 985.078  .000 167.025 1 1.000 

Model Fit Summary 
CMIN 

CSP, ADMP, and ITI are relevant to the model fit 
summary below. The saturation model, the 
independence model, and the default mode are all 
explained by the model. Results. The results show that 
NPAR is 51, with a value of 3 for each model. The 
default model has a CMIN of 167.025, while the 
saturated model has a CMIN of 0.000 and the 
independence model has a CMIN of 1247.889. The 
result also indicates the probability values that are now 
0.000 and are 100% significant. According to the 
earlier model, the default model's CMIN/DF rate is 
1.654, whereas the independence model's rate is 
10.399. According to the findings, the CMIN models are 

appropriate for analysis and study in exercise and 
physical fitness. 

Model NPAR CMIN DF P CMIN/DF 

Default model 51 167.025 101 .000 1.654 

Saturated model 152 .000 0   

Independence 

model 
32 1247.889 120 .000 10.399 

Baseline Comparisons 

In a baseline comparison of each model, the NFI values 
are 0.866, 1.000, and 0.000, respectively, while the RFI 
values are 0.841 and 0.000, according to this result 
model. Compared to the default, saturated, and 
independence models, the TLI and CFI models, which 
have values of 0.930 and 0941, respectively, 
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demonstrate a positive baseline comparison between variables. 

Model NFI Delta1 RFI rho1 IFI Delta2 TLI rho2 CFI 
Default model .866 .841 .942 .930 .941 
Saturated model 1.000  1.000  1.000 
Independence model .000 .000 .000 .000 .000 

NCP 

The NCP, LO90, and H190 values for each model, as 
well as a summary of model fitness, are displayed in 
this result. The default model produces an NCP of 
66.025, but the saturated model produces a significant 
ratio of 0.000. The L090 represents default Model, with 
values of 34.405 for the default model, 0.000 for the 
saturated model, and 1018.182 for Independence 
Model. The H190 states that the 105.543 values in the 
values model's saturation model are significant, and 
that the independence model's dependent variable of 
1245.026 has a positive hypothesis value. 

Model NCP LO 90 HI 90 
Default model 66.025 34.405 105.543 
Saturated model .000 .000 .000 
Independence model 1127.889 1018.182 1245.026 
FMIN 

The fitness summary FMIN value for the default model 
is 2.421, while the saturated model has 0.000 values 
and the independence model has a value of 18.085. For 
each perspective, the F0 model's rate levels are 0.957, 
0.000, and 16.346, respectively. In addition, each 
model's LO 90 ratios are 0.499, 0.000, and 14.756, 
showing that each variable's model fitness is significant 
and acceptable. The default model value for HI 90 is 
1.530, the saturated model value is 0.000, and the 
independent model value is 18.044. 

Model FMIN F0 LO 90 HI 90 

Default model 2.421 .957 .499 1.530 
Saturated model .000 .000 .000 .000 
Independence model 18.085 16.346 14.756 18.044 
RMSEA 

The RMSEA result displays each model's default mode 
and independence model values. Its RMSEA values are 
0.097 and 0.369, respectively, and the LO 90 values of 
the default and independence models are 0.070 and 
0.351, respectively. In addition, the results show that 
HI 90 has a positive hypothesis value of 0.123 and 
0.388, and model has a PCLOSE rate of 0.004 and 0.000, 
implying that both models are significant. 

Model RMSEA LO 90 HI 90 PCLOSE 
Default model .097 .070 .123 .004 
Independence model .369 .351 .388 .000 
AIC 

The AIC fit summary linked to CSP and ITI evaluates the 
aspects of ADMT. The AIC value for each model is 
269.616 The independence model has a value of 
1311.889, whereas the saturation model has a value of 

304.000. BCC value is related to model performance, 
according to the findings. The default model is worth 
302.372 points, whereas the saturated model is worth 
403.3885 points and the independence model are 
worth 1332.812 points. 

Model AIC BCC 
Default model 269.025 302.372 
Saturated model 304.000 403.385 
Independence model 1311.889 1332.812 

ECVI 

The value for ECVI is shown in the table below. ECVI 
3.899 for the Default Model, 4.406 for the Saturated 
Model, and 19.013 for the Independence Model. 
However, the LO 90 model has a value of 3.441, but the 
saturated model has a value of 4.406, and the 
independence model has a value of 19.013. The HI 90 
Model has a score of 4.472, while the saturation model 
has a value of 4.406 and the independence model has a 
value of 20.711. 

Model ECVI LO 90 HI 90 MECVI 
Default model 3.899 3.441 4.472 4.382 
Saturated model 4.406 4.406 4.406 5.846 
Independence model 19.013 17.423 20.711 19.316 
SEM 

The study framework's SEM Model (Structure Equation 
Model) is shown below. This multivariate technique 
looks into, tests, and analyses the cause-and-effect 
relationship between variables in a scientific way. This 
model allows you to calculate direct and indirect 
impacts on cause-and-effect relationships that have 
already been assumed. The loadings of variables 
against variables and items against variables are 
shown in the figure below. The error words are 
intended to reduce the likelihood of incorrect findings. 

 
Total Effects 
The table underneath shows the values for Total Effects 
between the variables. The results indicate that 
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ADMT→ CSP 0.761, ITI → CSP 0.809, and ITI → ADMT 
0.137. 

 CSP ADMT 
ADMT .761 .000 
ITI .809 .137 

Regression Weights 

The given result displays the regression weight of each 
measuring item with ICEPT and SLOPE using estimate 
values. The relationship between ADMT  CSP and ITI 
 CSP estimate values of 0.761 and 0.705 with a 100% 
significant estimated value at the SLOPE level. However, 
the relationship between ITI  ADMT is insignificant 
0.121. 

   Estimate S.E. C.R. P Label 
ADMT <--- CSP .761 .074 10.300 *** par_1 
ITI <--- ADMT .137 .088 1.551 .121 par_2 
ITI <--- CSP .705 .086 8.201 *** par_3 
Standardized Regression Weights 

The values for Standardized Regression Weights are 
shown in the table below. In addition, the estimates for 
the relationship (cause-and-effect relationship) 
between measuring items and variable are depicted in 
the table. 

   Estimate 
ADMT <--- CSP .778 
ITI <--- ADMT .144 
ITI <--- CSP .759 

Means 

The table underneath describes the mean value of each 
growth curve model associated with ITI and ADMT and 
CSP. In addition, the results show the estimated values, 
standard error, c.r. values, and probability values for each 
curve. 

 Estimate S.E. C.R. P Label 
CSP 3.131 .129 24.350 *** par_4 

Conclusion 

According to existing information, there is a wider 
body of evidence supporting physical health and 
cultural psychology than for athletic performance. 
Although sports injuries have been connected to 
various adverse health effects, they are more 
frequently associated with children and are typically 
minor in character. Data mining's utility has been 
proved in various disciplines, including corporate 
applications, criminal investigations, biology, and, 
most recently, counter-terrorism. These fields contain 
the following: Data mining can be utilized when a large 
amount of data needs to be analyzed. All data mining 
technologies, including machine learning (ML), 
mathematical algorithms, and statistical models, can be 
considered components of the whole data mining 
process. This research examines the role of the 
Application of Data Mining Technology (ADMT) in the 
relationship between Cultural Sports Psychology (CSP) 
and Intersecting Identities (ITI). 
Data mining's utility has been proved in various 
disciplines, including corporate applications, criminal 
investigations, biology, and, most recently, counter-
terrorism. These domains include: The majority of 
merchants employ data mining tools to identify trends 
in sports psychology, to name a few. 

Recommendations 

The study lacked a data mining methodology and a 
method for analyzing large amounts of data. Thus, 
future research can involve data analysis procedures, 
and techniques must be developed in order to keep up 
with current trends in sports psychology. 
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